@0systems

TRUENAS RECOMMENDATIONS FOR
VEEAM® BACKUP & REPLICATION™

marketing@iXsystems.com

<> TrueNAS



CONTENTS

1. About this document

2. What is needed?

3. Certified hardware

4. Sizing considerations

5. Advantages for using TrueNAS with Veeam

6. Set up TrueNAS as a Veeam repository

7. Performance tuning for Veeam Backup & Replication

8. Additional references
Appendix A: Setup an iSCSI share in TrueNAS and mount in Windows
Appendix B: Setup SMB (CIFS) share for your Veeam Repository

d"

TrueNAS

- VeeAM

READY
REPOSITORY




@9systems < TrueNAS
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1 ABOUT THIS DOCUMENT

TrueNAS Unified Storage appliances are certified Veeam Ready and can be used to handle demanding backup
requirements for file and VM backup. These certification tests measure the speed and effectiveness of the data
storage repository using a testing methodology defined by Veeam for Full Backups, Full Restores, Synthetic Full
Backups, and Instant VM Recovery from within the Veeam Backup & Replication environment. With the ability to
seamlessly scale to petabytes of raw capacity, high-performance networking and cache, and all-flash options,
TrueNAS appliances are the ideal choice for Veeam Backup & Replication repositories large and small.

This document will cover some of the best practices when deploying TrueNAS with Veeam, specific
considerations users must be aware of, and some tips to help with performance. The focus will be on capabilities
native to TrueNAS, and users are encouraged to also review relevant Veeam documentation, such as their help
center and best practices for more information about using and optimizing Veeam.

2 WHAT IS NEEDED?

When deploying TrueNAS with Veeam users should prepare the following:

 Veeam Backup & Replication dedicated server - either physical or VM

e Windows Server and Microsoft SQL for Veeam

o TrueNAS appliance with users pre-configured as determined by the admin

e Networking - 1/10/40/100GbE infrastructure and cables

« Veeam connected to the Hypervisor or other clients to pull the data to TrueNAS

» All appropriate licenses

e Backup proxies as defined by Veeam - they can be virtual machines or physical machines or the backup
server itself for low workloads

Update the TrueNAS systems to the latest version before beginning deployment. Go to System - Updates and
click Check Now. Setting this before deployment ensures the appliance has the latest bug fixes, security updates
and software enhancements to ensure maximum performance and security. If deploying on a closed network
(LAN) without access to the Internet, users may also obtain and apply an update manually. Please contact
TrueNAS support for details.

System

nformation General Boot Advanced Email System Dataset  Tunables Update Cloud Credentials
| Automatically check for updates
Current Train: TrueNAS-11-STABLE (...} Manual Update
Update Server: http-fupdate.ixsystems.com/TrueMAS

Apply Pending updates Check Now verify install TrueNAS-11-STABLE

Pending Updates
Name

Train Descriptions
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3 CERTIFIED HARDWARE

A list of certified TrueNAS hardware is on the Veeam website.

Alliance Partner Model Family Model Category

iXsystems, Inc. v All model families v Model... All categories v

Found: 3 results x Clear all filters

MODEL FAMILY VEEAM PRODUCT VEEAM READY LAST MODIFIED MORE

RELEASE CATEGORY INFORMATION

Veeam Ready

Z Series Z20 9.5 ) 2017-05-04 Read more
Repository
V Read

X-Series X20 95 — 2018-03-30 Read more
Repository
Vi Read

TrueNAS M Series M40 9.5 eeam Reacy 2018-04-18 Read more

Repository

4 SIZING CONSIDERATIONS

TrueNAS storage appliances range from entry-level to high-end, and the user’s current usage scenario and
backup demands must be considered.

Define Usage for Your Storage: While this guide focuses on Veeam, the unified design of TrueNAS allows it to
multitask. If TrueNAS will be handling more than backup jobs, other usage needs should be taken into account.
For example, if the storage appliance has one LUN (dataset or zvol) set as a VMware datastore for hosting VMs,
and another LUN set to be used for backups, both capacities must be considered.

Estimate Capacity: The first step when estimating required capacity is to understand how much capacity is
currently used by existing VMs and by files that users need to back up. Veeam and the TrueNAS appliance will
both apply data compression, though different file types and the structure of the data in those files will affect

the achieved compression levels. Some tools for capacity estimation are listed at the end of this section, but it is
always good to err on the side of caution and 3x the current storage used is not unreasonable. ZFS performs best
with utilization below 80%. Snapshots, full backups, and incremental backups will all require more storage than
primary storage being used today.

Estimate Network Bandwidth: Bandwidth is harder to estimate and must take into account backup timeframes,
backup sizes, and available network resources. Typically, backups run during off-hours when IT equipment is
under a lighter load. This timeframe can be set, but if each backup is several terabytes in size, a longer amount of
time and greater bandwidth is required. iXsystems tests its Veeam backups using a 10 GbE mixed network with
the datastore storage, hypervisor hosts, and backup repository (the TrueNAS) on the same network. However,
shorter backup windows, heavy network usage, and dozens of VMs being backed up at the same time may
require 40 or 100 GbE networking and multiple Veeam Backup Proxies used in tandem.

An example from the Veeam Best Practice Guide, backing up 1000 VMs, each 100 GB in size, with a backup

Copyright © 2020 iXsystems, Inc. All Rights Reserved. 2
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window of 8 hours requires around 5 virtual Proxy servers with 8 vCores, 16 GB memory each, and around

3.7 GB/s of throughput. In such a scenario, iXsystems would recommend 100 GbE interconnect and TrueNAS
appliances with over 100+ hard drives. However, bandwidth can be greatly reduced if users can accept
incremental and staggered backups. For example, run an incremental backup on all VMs each day, and a full
backup on 100 VMs per night, rotating a different 100 VMs each night. This strategy provides a 5X increase to the
maximum number of VMs and reduces costs by 75%.

Choose a TrueNAS model: TrueNAS systems are excellent for backup and archiving, but must be sized correctly.
Recommended sizing is below:

Model Backup Only?" N‘g“;'g:;gfu‘;';"s Network Mg:pl;i?tt;’l <
TrueNAS X10 Yes 6800 10 GbE 340 TB
TrueNAS X20 Yes 13600 10 GbE 680 TB
TrueNAS M40 No 29400 40 GbE 1.47 PB
TrueNAS M50 No 151800 100 GbE 7.59 PB
TrueNAS M60 No 303600 100 GbE 15.8 PB

Configure the Pools, datasets, and zvols: For high-capacity deployments, iXsystems recommends 9+2+1 RAID
groups (called “Virtual Devices” or “vdevs” by ZFS terminology). This configuration consists of a RAIDZ2 (similar to
RAID 6 with 2 drive parity so 2 drives can fail without data loss) with one to two global hot-spares added to the
pool. Pools can include several of these groups, so the capacity can be expanded as needed. For example, 390
TB of usable space with 12 TB drives requires four groups and 48 drives. Detailed configurations can be discussed
with iXsystems sales representatives and engineers.

Storage lifecycle planning: TrueNAS storage pools can be expanded online to the maximum size supported by
a particular TrueNAS system. Storage pools can be expanded one vdev (RAID group) at a time so long as each
vdev shares the same type. When deploying an iSCSI share requiring a zvol (LUN), users should consider thin
provisioning using the sparse option during setup.

In addition to the above considerations, there are many tools, forums, and other discussion groups to help verify
the amount of storage needed for Veeam backup. In many sites, Veeam compression or deduplication is around
1.5x to 2x, but this is more a reference than a rule. Backup types, applications, and the diversity of VMs can all
factor into the true amount of storage needed. Capacity must also be considered alongside desired performance,
as a smaller quantity of large drives often will not yield the same performance as a larger number of small drives.
For rough calculations, additional resources are listed below.

1 Backup only assumes that the storage is being used only as a backup repository. This can be understood as a recommendation, not a rule. The number of VMs is
based upon conservative throughput estimates with an average VM size set as 100GB and a backup window of 8 hours running full backups. All other requirements
for the number of Veeam Backup Proxies, and networking dependencies also apply.

2 Numbers are based on max capacity and estimating 100GB per VM and a 2:1 optimal compression ratio. Compression and Deduplication settings can radically
change the estimates, and Veeam allows for fine tuning: Veeam Help Center

3 While true, less spindles equals less performance, your RAID type and the TrueNAS read-ahead caching capabilities help mitigate this issue as much as possible.
Of more concern could be the RAID-hit incurred with larger drives (i.e. RAIDZ2 across 6 TB HDDs loses 12 TB, while the same across 2TB HDDs is only 4TB). It is

important to discuss with TrueNAS sales engineers and sales representatives what the best configuration is given specific workload and back up requirements.

Copyright © 2020 iXsystems, Inc. All Rights Reserved. 3
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e 3rd party Veeam sizing guide
e Estimate Veeam space - Veeam Knowledge Space
e Sizing from Veeam Best Practices

5 ADVANTAGES OF USING TRUENAS FOR VEEAM

TrueNAS is a robust, unified storage system well-suited for nearly any environment. For backups, the platform
takes advantage of the data integrity offered by ZFS that includes features such as copy-on-write, unlimited
shapshots, and checksums that prevent bit-rot. TrueNAS appliances can also be expanded at any time simply by
adding more drives so datasets can grow to keep pace with your data. Additional key features offered out-of-the-
box at no extra cost to the user are listed below.

+ Self-healing file system: ZFS places data integrity first with data scrubs and checksums to ensure files are saved
correctly and preserved.

* Native replication to TrueNAS systems: perfect for disaster recovery and compliance.

* High-availability (HA) architecture with 99.999% availability: Ensure the system is always ready to receive the
latest backups.

* Triple-parity: RAID groups (vdevs) can be configured with mirror, single-parity (RAIDZ), dual-parity (RAIDZ2), or
triple-parity (RAIDZ3) levels, while copy-on-write, checksums, and data scrubbing help protect long-term data
integrity.

* Certified with VMware® and Citrix® XenServer®: TrueNAS can be both a hypervisor datastore and a backup
repository with data on different datasets and even pools. Just be mindful of the scale of the workloads being
run.

* Unrivaled scalability in a single dataset: Scale the backup repository from terabytes to petabytes of usable
capacity. No LUN limits, clustering or licenses needed.

6 SET UP TRUENAS AS A VEEAM REPOSITORY

Veeam Backup & Replication runs on a Windows operating system, typically Windows Server 2012 or newer,

and can connect to a variety of storage systems. iXsystems recommends using iSCS| with a Veeam scale-out
repository architecture. Users can also use SMB to mount the volume to the backup server directly. With support
for SMB/CIFS, NFS, AFP, iSCSI, and FC, TrueNAS offers many ways to connect to Veeam backup servers.

New Backup Repository -

Type
IS= Choase type of backup repasitary you want to create.
=]

Name ® Microsoft Windows server

Microsoft ¥indous serverwith internal or directly attached storage, Data mowver process running
Type directly an the server allows for impraved backup efficiency, especially over slow links.

Server

O Linux server
Reposit ) o . .
Epository Linux server with internal, directly attached, or mounted MFS storage. Data mover pracess running

directly on the server allows for mare efficient backups, especially over slow links,
Mount Server

T O Shared folder

CIFS (SMB) share, When backing up over slow links, we recommend that you specify a gateway

Apply
server located in the same site with the shared folder,

O Deduplicating storage appliance
Advanced integration with DELL EMC Data Domain, ExaGrid and HPE StoreQnce. For basic
integration, use the Shared folder option above.

<Previous | | Mest» Cancel

Copyright © 2020 iXsystems, Inc. All Rights Reserved. 4
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7 PERFORMANCE TUNING FOR VEEAM BACKUP & REPLICATION

When testing Veeam, the TrueNAS X Series was shown to outperform benchmark standards by around 100
percent using the scale-out repository setup detailed in the Veeam help center. When testing, the VMs being
backed were each 100 GB in size running Linux or Windows Server; more details are listed below.

Test environment:

Host servers: 2 x server nodes with 36 cores, 64 GB RAM, dual-port 10 GbE and 4 HDDs in RAID10
Hypervisor: VMware 6.5

Number of VMs: 8 x Windows Server 2012 each 100GB for instant recovery, 4 Linux VMs for full recovery and
other tests as dictated by Veeam

Network: 10GbE BASE-T for data traffic and 1 GbE for management communication.

Backup server: Windows Server 2012 R2 installed in a VM on the host server running Veeam 9.5

Hypervisor data store: FreeNAS Certified All-Flash with 4 x datasets (LUNs) one for each VMware host server.
Veeam backup repository: TrueNAS with 4 x Pools (LUNs) corresponding to each of the 4 VMware host
servers.

FreeNAS
Data Storage

TrueNAS
Data Storage

Veeam Scale Out Repository

Copyright © 2020 iXsystems, Inc. All Rights Reserved. 5
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Using a Scale-out Backup Repository, users can link multiple backup repositories (Extents) together to help with
performance and load balancing across the various repositories. In the topology above the TrueNAS is broken
across four LUNSs to act as the scale-out extents. Both the FreeNAS datastore and the TrueNAS backup only used
one 10GbE link when connecting to the VMware server pool.

Note: Scale-out Backup Repository is only available in Veeam Backup & Replication 9.5 Enterprise and Enterprise
Plus editions.

Eait Scale-out Backup Repository i
+ Exfents
: = Mitd bean ar more extents fregular backup repesitaries) o thes scale-out repesitony, Note thatyou e nol be able 1o use added
= ,—L. = axbenbi ad shenlalone repastanes wnlilyoy remove Bern froom Bid scale-out repoadton.
Baime Extents T -
HMamea r i
m f‘-:- Backup Yaleme Select backup repesitonies to mcluds i thes scale-out backup
. ' 1 Backup Valume repoaitony
By
Baceup repositona:
STy | Marne Talacs B
[] Back 1 Walupae O
[] Beck ip Walume 02 Clear Al
[ Backup walume &
[] Defauts Backug Repassony
Chek Achsanced Lo | el
! 0F Cance |
Cancel |

Source: Veeam Help Center?

Results:

Testing in this configuration with a backup server and backup proxy, both Windows Server 2012 R2 VMs, yielded
excellent results with the TrueNAS X-Series platform. iXsystems reference numbers can be seen below. These
were achieved with just a single Veeam Backup Server and a Veeam Backup Proxy Server. For more demanding
workloads, results can be scaled by adding more VMs to act as the Veeam Backup Proxy.

Test Time Limit TrueNAS Time Result
Full Backup 30:00 Minutes 13:10 Minutes 2X Faster
Full Restore 25:00 Minutes 12:00 Minutes 2X Faster
Synthetic Full Backup 50:00 Minutes 24:18 Minutes 2X Faster

4 In addition to the Veeam Help Center, additional YouTube and other resources are helpful for understanding how to set up a Scale-out
Backup Repository. ESX Virtualization has a useful demo as well. Veeam Scale-out backup repository - NEW in v9

Copyright © 2020 iXsystems, Inc. All Rights Reserved. 6
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7 ADDITIONAL REFERENCES

For more information on using your TrueNAS and tuning Veeam performance, it is recommended to review the
user guides, forums, or contact the TrueNAS support team.

o User Guide
e TrueNAS support
e Veeam Backup & Replication 9.5 scale-out repository references:
oFAQ for Scale-Out Backup Repository
oAvailability Suite v9
oBackup Repository Help center
e Additional Veeam tips can also be found here.

Copyright © 2020 iXsystems, Inc. All Rights Reserved. 7
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APPENDIX A:
SET UP AN iSCSI SHARE ON TRUENAS AND MOUNT IN WINDOWS

> TrueNAS

TrueNAS Recommendations for Veeam Backup & Replication

Step 1: Go into ‘Storage’ and check if there are any available disks available or a pool not being yet used. If this is
a fresh deployment, simply creating a new Pool based on the available disks in the desired RAID group(s) will be
sufficient. If the storage is being deployed for mixed use and still requires a separate share, users can either split

the available drives into separate Pools or within a single large Pool create both a dataset for your NAS (NFS/SMB/
AFP) usage and another zvol for the iSCSI share.

<& TrueNAS X' systems

& ® o
Account  System Tasks
expand all collapse al

B Account
i system
| (@ Tasks
| ws Network
| @l Storage
1 B Directory Service

@ Sharing

& services
| () veenter

¥ Reporting

& Guide

& wizard

[ Display System Processes

Shell

9 Log out
31% Reboot
@ shutdown

2= [
Network

@ & 2

Storage  Directory ~ Shanng  Services  vCenter

Storage

Volumes | Periodic Snapshot Tasks Replication Tasks Resiver Priority

Volume Manager

Import Disk | | Import Volume | | View Disks
Name Used Available
4 TrueTest 8.1 MiB (0%) 9.9 GiB
4 TrueTest 2.0 GIB (21%) 7.6GiB
§3_share 184.0 KiB (0%) 7.6 GiB
$3_share2 8.0 KIB (0%) 7.6GiB
TN_SMB 8.0 KiB (0%) 7.6 6iB
isCsitest 2.0 GIB (17%) 9.6 GiB

Reporting

w

Wizard

Scrubs  Snapshots VMware-Snapshot

Compression

Compression Ratio Status Readonly
HEALTHY
1z4 1.90% inherit (off)
inherit (iz4) 1.00x inherit (off)
inherit (1za) 1.00% inhent (off)
inherit (1z4) 1.02x inherit (off)
inherit (124) 18.94% inherit (off)

¥ W O

Support  Guide oK

Comments

Step 2: Once created, proceed to the ‘Sharing’ section and select ‘Block (iSCSI).

<& TrueNAS iX’systems

&8 i &

Account  System Tasks

expand all collapse all

< B Acc
i System
@ Tasks

t

s Network
@ Storage
[ Drrectory Service
@ Sharing
& services
7 vCenter
4 Reporting

& Guide

i Display System Processes
Shel

28 Log out

3¢ Reboot

@ shutdown

= - B © & I

Reporting

Network ~ Storage  Directory ~ Sharing  Services  vCenter

Sharing
Apple (AFP) UNIX (NFS) WebDAV  Windows (SMB) [Block (SCST)

Target Global Configuration|  Portals

Base Name: ian.2005-10,0rg.freenas.ctl

ISNS Servers:

Pool Available Space Threshold (%)

save |

rs  Authorized Access Targets  Extents A

w

Wizard

ssociated Targets

@

®

 ® O

Support  Guide oK
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Step 3: To successfully create an iSCSI share in TrueNAS, there are seven steps that need to be set up - Target
Global Configuration, Portals, Initiators, Authorized Access, Targets, Extents, Associated Targets - and each
needs to be filled in based on the usage scenario. The first step is to simply set the Target Global Configuration
- Target being the TrueNAS share in this case. The default works fine in a more relaxed environment, but can be
altered based on your network needs.

& TrueNAS X’ systems

g = = B e & 2 . ® ¥ & O

Account  System Tasks Network  Storage  Directory ~ Sharing  Services  vCenter  Reporting  Wizard Support  Guide oK

expand all coliapse all sharing

+ § Account Apple (AFP) UNIX (NFS) WebDAV  Windows (SMB) [Black (iSCST)

*/ i system [Terget Global Configuration| Portals  Initiators  Authorized Access  Targets  Extents  Associated Targets
+ 1@ Tasks
= ;Z:::: Base Name: an2005-10.0rg.reenas.ct | @)
+ [ pirectory Service TSNS Servers: @
) L;\ Sharing
5 g Services
¢ (3 veenter Pool Available Space Threshold (%6): @
{4 Reporting prm—
& Guide s J
& wizard
[ Dispiay System Processes
. Shell
8 Log out
3¢ Reboot
@ shutdown

Step 4: Add a Portal, where the user assigns the IP to the device. Using 0.0.0.0 will let virtually any device find
the storage share, and the example below uses the TrueNAS host IP. This setting is important if your TrueNAS
has multiple IPs or Ethernet ports which you are balancing across different devices or for different workloads.

Additional settings can also be added such as authentication, etc.

& TrueNAS

Comment: é A description can be entered here for your
| reference.
Discovery Auth Method; None| -
Discovery Auth Group:  None| ~
portal IP

IP Address: | 192.168.0.12 -
port: 3260
Delete:

Add extra Portal IP

‘T’izT‘ [ cance | [ petete |

Copyright © 2020 iXsystems, Inc. All Rights Reserved. 9
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Step 5: Set the allowed Initiators or clients that will connect to the share. Again clicking Add Initiator and allowing
the default ALL is fine, but if the environment demands more security, entering a defined IP of a client may be
preferred. Keep in mind that iSCSI is a block-level SAN protocol that can only handle one client connection at any
given time to ensure against data corruption.

& TrueNAS

Step 6: Authorized Access must be assigned. This is key to helping secure the connection, and TrueNAS
supports the CHAP industry standard, though this standard is known to have issues with macOS. Users may
adjust the settings as dictated by their usage and policy requirements.

<& TrueNAS

Secret:
Secret (Confirm):
Peer User:

Peer Secret:

Peer Secret (Confirm):

o [ ]|

Copyright © 2020 iXsystems, Inc. All Rights Reserved. 10
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Step 7: Add a Target which is essentially naming this iSCSI share. This step’s importance becomes immediately
apparent in the next two steps where the storage Pool or zvol are assigned with this Target.

& TrueNAS

Extent Name:

Extent Type:

Device:

Serial:

Logical Block Size:

Disable Physical Block Size
Reporting:

Available Space Threshold (%):

Comment:

Enable TRC:

Xen initiator compat mode:

LUN RPM:

TrueNASblock1

Device | ~

TrueTest/ISCS1test (2.0 GiB) |«

|525400dc8d7900
s12[-] @

1@

75

@

Step 8: Creating an Extent is where the storage is assigned to this iSCSI share and other options are available.
Select the Device type for pairing with a zvol, which is the most supported option. For proper operation as a
backup target, it is important NOT to enable Read only as it will block data writes and your Veeam work will suffer

errors.

& TrueNAS

Extent Name:
Extent Type:
Device:

serial:

Logical Block Size:

Disable Physical Block Size
Reporting:

Available Space Threshold (%):

Comment:
Enable TPC:
Xen initiator compat mode:

LUN RPM:

Copyright © 2020 iXsystems, Inc. All Rights Reserved.
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TrueTest/ISCS1test (2.0 GiB) |«
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Step 9: Add the Associated Targets to map the pool/zvol set as the Extent to the Target just created.

& TrueNAS

Target: [wuenasblockt | <]
LUNID: 15
Extent:  TrueNASblockl

[ox]| [cancer ) [[oeite |

Step 10: The final step is to enable the iSCSI service by clicking on Services - iSCSI - Start Now and Start on

boot to ensure the service resumes if there is a power outage or maintenance shutdown, etc.

& TrueNAS

S

Account  System
expandall collapse al

+1 E Account

+ i system

i @ Tasks

+ wa Network

+| [l Storage

+ [ Directory Service

+/ @ sharing

+ g Services

+) (7 vCenter
[## Reporting
& cude
& wizard

9

Tasks

[ Display System Processes

8 shell

98 Log out
31 Reboot
@ Shutdown

=

Network

@

Storage  Directory  Sharing  Services

Services

AFP

Asigra DS-System

Domain Controller

Dynamic DNS

su‘;gc‘tan a [\Slnrl Now ||
Stt;E;;Ed 'S {s\nnnnwh

Stl;gsed b [ SR ‘

®
oo™ |

) -

YCenter  Reporting

Start on boot

Start on boot

Start on boot

Start on boot

Fp Start Now | [ Start on boot
g S| |
iscst @ o [‘swnm | [ start on boot
Running C
®
Start Now | [ Start on boot
b stopped ‘ It
® [
Start f Start on boot
Netdata Stopped £ Y REEROW: J
@®
® Stop Now Start on boot
s Running e e
Rsync ® o [SienNew | E4 Start on boot
Running
@ ((Ston Now Start on boot
s Running &= o
SIMART. ® o [ Stop Now | [i4 Start on boot
Running
sMB ® & [stosnow | & starton boot
Running
® [ start Now Start on boot
SHME Stopped b ‘ ‘ .
ssH ® o [swonow | & starton boot
Running L
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Step 11: At this point, the user can mount the iSCSI Target on their Windows Server by starting the iSCSI Initiator
service in Windows.

B 0 % Filters "/

Best match

& iSCS Initiator
> Desktop app

Settings

& Set up iSCS| initiator

At first boot, Windows should prompt to start this on boot so the ‘drive’ can be connected immediately at startup
assuming the network is available.

Microsoft iSCSI

The Microsoft iSCSI service is not running. The service is required to be
started for iSCSI to function correctly. To start the service now and have

the service start automatically each time the computer restarts, click the
Yes button.

Step 12: Simply adding the IP of the TrueNAS may be enough assuming the default iISCSI port (3260) was used

and the access credentials were all correct. Otherwise users can also add the drive more manually by clicking on
the Discovery tab.

ISCSi niiator Properties

x scsi

jorte Targets _ Voumes and Devices  RADIUS _ Configuration

sssss

Copyright © 2020 iXsystems, Inc. All Rights Reserved. 13
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Step 13: Once discovered, Windows will see the Target as an unformatted, unmapped drive, and users may

> TrueNAS

TrueNAS Recommendations for Veeam Backup & Replication

simply go to the Administration settings - Computer Management - Storage, format, and assign a drive letter.
Afterwhich, the drive will be shown and accessible, ready to be added as a Veeam backup repository.

& Computer Management

file Adion View Help

= m = Bm

< 1 SystemTools

& Computer Management (1oca)  name

Actions.

& Computer Management
Ele Adion View Help
e 2m BE »

& Computer Management (local)

Volume [tayout [ Type [ File System [ status

Copyright © 2020 iXsystems, Inc. All Rights Reserved.

Actions
174 system Tools Copinitan M arant e ~ [k system Tools = (Disk O partition 1) Simple Basic Healthy (EFI System Partition) i "
@ Task Scheduler e putenManagement oc D) Task Scheduler = (Disk O parttion 2) Simple Basic Healthy (Primary Partition) 2k Menogament
(@ Event Viewer = < ot More Actions » @ Event Viewer = (Disk 1 partition 1) Simple Basic Healthy (EFI System Partition) More Actions
4] Shared Folders e aeoppiations o & Shared Folders = Acer (C) Simple Basic NTFS Healthy (Boot, Page File, Crash Dump, Primary Partition)
® erformance Sorae ® Performance = Recovery Simple Basic NTFS Healthy (OEM Partition)
& Device Manager More Actions » & evies Manger = storage (D) Simple Basic NTFS Healthy (Primary Partition)
ge - €2 storage
isk Management = Disk Management
rvices and Applications B Services and Applications
= Disk 2 1
Removable storage (D)
2864GB 2864 GB NTFS
Online Healthy (Primary Partition)
= Disk3 I
Basic
198 GB
Online Unallocated
B Unallocated B Primary partition
2| M 0 s [ThiseC = ] X
Computer  View )
« « 4 =) ThiskC > v|O| | Search This PC P
~ Folders (7)
v Quick access
i Desktop » 3D Objects Desktop . Documents
% Downloads »* -
|4 Documents. e
Downloads Music Pictures
= » =
Pictures -
J Music
S3 setup E Videos
Veeam_Guide
& Videos ~ Devices and drives (3)
Acer (C storage (D: iSCS_test (E:
4@ OneDrive - © ge (O Liest (B
&S I [
s ®ThisPC s 618 GB free of 115 GB " 248 GB free of 28.6 GB - 174 GB free of 1.75 GB
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APPENDIX B:
SETUP SMB (CIFS) SHARE FOR YOUR VEEAM REPOSITORY

iXsystems recommends using iSCSI mounted to your backup server for best performance. However, if users find it
more convenient or need a single repository shared by multiple proxies, and SMB share is another option.

Step 1: Create a new dataset on your pool, or create a new pool if using new drives or a fresh installation. Ensure
permissions are set correctly.

& TrueNAS

Change Permissions
Ghange permission
Change permission on /mnt/TrueTest/TN_SMB to:

Apply Owner (user):

Apply Owner (group):

Owner (group):

Apply Mode:

Mode:

Execute (4

Permission Type: . ® Unix
Mac
Windows

Set permission

recursively:

Step 2: Go to Sharing > Windows (SMB) and click Add Windows SMB share.

& TrueNAS iX’ systems

3 ® 9 = @ H © & @ . # # B O

Account  System  Tasks  Network  Storage  Directory  Sharing  Services  vCenter Reporting  Wizard Support  Guide oK

expand all collapse all Sharing

+] {3 Account Apple (AFP) UNIX (NFS) WebDAV |Windows (SMB)| Block (iISCSI)
+ i system " add Wiindowes (my share |

4 [ Tasks IS,
+ wm Network

! g Storage path Name Comment Export Read Only Browsable to Network Cllents Allow Guest Access
No entry has been found

+! [ Directory Service
+1 (@ Sharing
+ @ services
+1 (3 veenter
[#¥ Reporting
& Guide
& wizard
[ Display System Processes
Shell
98 Log Out
31 Reboot
@ Shutdown
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Step 3: Select the dataset just created and use the permissions as desired. Selecting Allow Guest will be simpler
for setup, but if there are any security concerns and there are other clients on this network it is recommended

to enter your Veeam backup server IP in the Advanced Mode - Hosts Allow section. This will limit only the
designated backup server to accessing this dataset.

& TrueNAS

Add Windows (SMB) Share

/mnt/TrueTest/TN_SMB

[ ctose |

e/

<l @ mnt
- & TrueTest

() S3_share
+ () §3_share2
< ) TN_SMB
+ (3 backup2

+ (3 rsyneman

Use as home share:
Name:

Apply Default

Permissions:

Step 4: Ensue the service is running. Users should normally be prompted in the web interface automatically, but if
SMB was enabled then disabled for any reason the prompt may not occur. Go into Services - SMB and ensure it
is running and set to Start on boot

< TrueNAS iX’ systems

g = = B e & 2 . ® ¥ k O

Account  System Tasks Network  Storage  Directory ~ Sharing  Services  vCenter  Reporting  Wizard Support  Guide oK
expand all collapse all Services
+ i Account @ Start Now Start on boot
& T Stopped A |
+ i System ® e
Asigra DS-System - Start Now Start on boot
41 (@ Tosks 9 stopped > |
+ wa Network Domain Controller Sm.‘e LY ['S&ANow| [ start on boot
+| @l Storage sl
+ [ Directory service Dynamic DNS. S“:;E LS | start now Start on boot
&l @ Sharing Fp ® o [strmow || startonboot
5 o Services stopped |
®
& g Start N Start on boot
(3 vCenter iscsT Stoppi | ow
¥ Reporting o
eRarg LLDP ® o [sarnow Start on boot
& Guide Stopped | ——
& Wizard Netdata SmQ‘M & | startnow Start on boot
[ Display System Processes il
Wsher NFS Run’ﬂ‘mg %, [ 'stopnow | & start on boor
¥ Log ou Rsync ® o [swonow \ 1] Start on boot
ate Running L\
31% Reboot
L | stop nowr Start on boot
@ Shutdown s3 L o tow | [
S.MART. ® o [ Sstophow | 12 start on boot
Running
e ]
SMB - Stop Now Start on boot
[ | g
® e
- Start Ne Start on boot
Ca stopped * [ttt
ssH ® o [Swsnow | [ start on boot

Running
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Step 5: Find the share and map the network drive to your Windows Server. Simply open Windows Explorer and
type //<your TrueNAS IP> to find the share. If it does not appear, first ensure you can ping the system and your
subnets are all set correctly on your network.

. v = | 192.168.0.12
Home Share Wiew
< v 4 = > Network > 192.1680.12 >
J Quick access tn_smb
m Desktop «F

& Downloads
= Documents
= Pictures
& Music
53 setup
Veeam_Guide

E Videos
#& OneDrive
= This PC
. Storage (D:)

1 Network

Open
Open in new window
Pin to Quick access

A Add to VIC media player's Playlist

>

& Play with VLC media player
E Scan with Windows Defender...
Restore previous versions

Pin to Start

Map network drive

Copy

Create shortcut

Properties

v|O

Search 192.168.0.12

Once these settings are complete your Veeam software suite should be able to see the SMB share as a storage

target for your backup repository.
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